
IJARCCE 
ISSN (Online) 2278-1021 

ISSN (Print) 2319 5940 

 
International Journal of Advanced Research in Computer and Communication Engineering 
Vol. 5, Issue 4, April 2016 
 

Copyright to IJARCCE                                                    DOI 10.17148/IJARCCE.2016.54115                                            453 

A Study on Data Mining Approaches  

for Agricultural Intelligence 
 

V.Kaleeswaran
1
, Dr.R.Rathipriya

 2
 

Research Scholar, Department of Computer Science, PeriyarUniversity, Salem, India1 

Assistant Professor, Department of Computer Science, PeriyarUniversity, Salem, India2 

 

Abstract: Agricultural intelligence is a specific and emerging field of intelligence dedicated to an enhanced 

understanding of cultivation, productivity of crop, and minimized risk associated agriculture. Crop prediction is an 

important agricultural problem. To address this problem, crop prediction technique is used. It is the one of the most 

commonly used intelligent technique based on Data Mining (DM) concepts to predict the crop yield for maximizing the 
crop productivity. This paper studies and records the various data mining techniques available in the literature for better 

crop productivity. 
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1. INTRODUCTION 

 

The vision of meeting world demands for the increasing 

the crop yield for population throughout the world is 

becoming more important in the recent years. Crop model 
and decision tools are increasingly used in agricultural 

fields to improve production efficiency. The combination 

of advanced technology and agriculture used to improve 

the production of crop yield. 

 

The data mining techniques like classification, neural 

networks and regression are required to apply on the 

realistic data sets for analyses and make the prediction on 

the agriculture crop yield. 

 

The data mining tasks could be classified in two 
categories. 

 Descriptive data mining. 

 Predictive data mining. 

 

Descriptive data mining: Descriptive modeling is a 

mathematical process that describes real-world events and 

the relationships between factors responsible for them. 

The process is used by consumer-driven organizations to 

help them target their marketing and advertising efforts. 

 

The main aspects of descriptive modeling include: 

 Customer segmentation: Partitions a customer base into 
groups with various impacts on marketing and service. 

 Value-based segmentation: Identifies and quantifies the 

value of a customer to the organization. 

 Behavior-based segmentation: Analyzes customer 

product usage and purchasing patterns. 

 Needs-based segmentation: Identifies ways to capitalize 

on motives that drive customer behavior. 

 

Predictive data mining: Predictive analytics is the process 

of extracting information from large sets in order to make  

 

 

 

prediction and estimates about future outcomes. The list of 

yield prediction models that more of them have been 

generally classified in two groups methods. 
 

 Traditional Approach 

 Artificial Intelligence 

 

Traditional Approach: Most of the farmers were relied on 
their long-terms experiences in the field on particular 

crops to expect a higher yield in the next harvesting 

period. 

 

Artificial Intelligence: The development of computer 

systems able to perform tasks normally requiring human 

intelligence, such as visual perception, speech recognition, 

decision making, and translation between languages. 

 

2.APPLICATIONS OF DATA MINING 

TECHNIQUES IN AGRICULTURE 

 

This section discusses about the various data mining 

methodologies commonly used for crop prediction. Crop 

prediction is the one of the agriculture intelligence 

techniques. It can be developed by using following 

methods. 

 

Association Rule : Association rule mining technique is 

one of the most efficient techniques of data mining to 

search unseen or desired pattern among the vast amount of 

data. In this method, the focus is on finding relationships 

between the different items in a transactional database. [3] 
Association rules are used to find out elements that co-

occur repeatedly within a dataset consisting of many 

independent selections of elements (such as purchasing 

transactions), and to discover rules. The simple problem 

statement is: Given a set of transactions, where each 

transaction is a set of literals, an association rule is a 
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phrase of the form X => Y, where X and Y are sets of 

objects. The instinctive meaning of such a rule is that 

transactions of the database which contain X tend to 

contain Y.[4] An application of the association rules 

mining is the market basket analysis, customer 

segmentation, store layout, catalog design, and 

telecommunication alarm prediction.[5] 

 

Classification : Classification and prediction are two forms 

of data analysis that can be used to extract models 

describing important data classes or to predict future data 
trends. It is a process in which a model learns to predict a 

class label from a set of training data which can then be 

used to predict discrete class labels on new samples. To 

maximize the predictive accuracy obtained by the 

classification model when classifying examples in the test 

set unseen during training is one of the major goals of 

classification algorithm.[20] Data mining classification 

algorithms can follow three different learning approaches: 

semi-supervised learning, supervised learning and 

unsupervised learning. The different classification 

techniques for discovering knowledge are Rule Based 
Classifiers, Bayesian Networks (BN), Decision Tree (DT), 

Nearest Neighbor(NN), Artificial Neural Network(ANN), 

Support Vector Machine (SVM), Rough Sets, Fuzzy 

Logic, and Genetic Algorithms. [6] 

 

Clustering: In clustering, the focus is on finding a partition 

of data records into clusters such that the points within 

each cluster are close to one another. Clustering groups the 

data instances into subsets in such a manner that similar 

instances are assembled together, while dissimilar 

instances belong to diverse groups. [7] Since the aim of 

clustering is to find out a new set of categories, the latest 
groups are of interest in themselves, and their assessment 

is intrinsic. There is no prior knowledge about data. The 

different clustering methods are Hierarchical 

Methods(HM), Partitioning Methods (PM), Density-based 

Methods(DBM), Model-based Clustering 

Methods(MBCM), Grid-based Methods and Soft-

computing Methods [fuzzy, neural network based], 

Squared Error—Based Clustering (Vector Quantization), 

network data and Clustering graph.[8] 

 

Regression : Regression is learning a function that maps a 
data item to a real-valued prediction variable. The 

different applications of regression are predicting the 

amount of biomass present in a forest, estimating the 

probability of patient will survive or not on the set of his 

diagnostic tests, predicting consumer demand for a new 

product. [9] Here the model is trained to predict a 

continuous target. Regression tasks are often treated as 

classification tasks with quantitative class tag. The 

methods for prediction are Nonlinear Regression (NLR) 

and Linear Regression (LR). [30] 

 

Neural networks: It focuses the information about weather 
and are observed and stored. The recorded parameters are 

used to forecast weather. If there is a change in any one of 

the recorded parameters like wind speed, [23] wind 

direction, temperature, rainfall, humidity, then the 

upcoming climatic condition can be predicted using 

artificial neural networks, back propagation techniques. 

The increase in signal range will work in large areas as 

well. [10] 

 

Clustering: Data Mining is the process of discovering 

meaningful patterns and trends by shifting through huge 

amount of data, using pattern detection technologies as 

well as statistical and mathematical techniques. Data 

mining techniques are often used to studied soil 
characteristics. As an example, the K-Mean approach is 

used for classifying soils in combination with GPS based 

techniques. [8] 

 

Fuzzy set : It describes applications to agricultural related 

areas. Such as Yield prediction is a very important 

agricultural problem. Any farmer might be interested in 

knowing how much yield is expected. In the past, [26] 

yield prediction was achieved by considering farmer's 

experience on particular field, crop and climate condition. 

We have discussed additional information about data like 
probability in probability theory, grade of membership in 

fuzzy set theory. [19] 

 

Decision tree and Bayesian classification :  

The findings of the study revealed that the decision tree 

analysis indicated that the productivity of soybean crop 

was mostly influenced by comparative humidity followed 

by temperature and rainfall. The decision tree analysis 

shows that the productivity of paddy crop was mostly 

inclined by Rainfall followed by comparative Evaporation 

and humidity. [4] For Wheat crop, the analysis shows that 

the productivity is mostly influenced by Temperature 
followed by relative humidity and rainfall. The result of 

decision tree was confirmed from Bayesian classification. 

The rules formed from the decision tree are useful for 

identifying the conditions intended for high or low crop 

productivity. [5] 

 

Bayesian network is a powerful tool and broadly used in 

agriculture datasets. The model developed for agriculture 

application based on the Bayesian network learning 

method.[11] The results show that Bayesian Networks are 

feasible and efficient.  
 

Table 1.1: Data Mining Methodologies 
 

S.NO Author Data mining 

methodologies 

11 D Ramesh. 

B Vishnu Vardhan. 

Density based 

clustering, 

multiple linear 

regression. 

22 Luke Bornn. 

James v. Zidek. 

Bayesian, Spatial 
correlation, Data 

smoothing. 

33 Askar Choudhury. 

James Jonea. 

 Data smoothing. 
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44 Miss.SnehalS.Dahikar

Dr.SandeepV.Rode. 

Artificial neural 

network 

55 Anup K Prasad. 

Lim Chai. 

Ramesh P Singh. 

MenasKafatos. 

Quasi Newton 

method 

66 Aorance A.A 

Kulkarni R.V 

Regression 

analysis 

77 D Ramesh 

B Vishnu Vardhan 

k-means 

nearest neighbor 

Artificial neural 

network 

Support vector 

machines 

88 Ch.Mallikarjunarao 

Dr.A.Ananda Rao 

Clustering 

Classification 

19 K. Verheyan 

D.Adriaens 

M.Hermy ,S.Deckers 

Fuzzy sets 

 

Bayesian approach improves hydro geological site 

characterization even when using low-resolution resistivity 

surveys. 
 

K-nearest neighbor: A number of studies have been 

carried out on the application of data mining techniques 

for agricultural data sets. For example, the K-Nearest 

Neighbor is applied for simulating daily precipitations and 
other weather variables. [19] 
 

Support Vector Machine: It is applied to future climate 

predictions from the second generation Coupled Global 

Climate Model to obtain future projections of 

precipitation. The results are then analyzed to assess the 

crash of climate change on rainfall over India. [15] It is 

shown that SVMs provide a promising alternative to 

conventional artificial neural networks for statistical 
downscaling, and are appropriate for conducting climate 

impact studies. [22]. The table 1.1 shows the 

methodologies used in crop yield prediction. 

 

3.CONCLUSION 
 

This paper has been presented research possibilities for the 

application of data mining methodologies or approaches to 

the problem of yield prediction. From the study, it has 

been observed that there are a huge number of applications 

of data mining techniques in agriculture. It is clearly 

known that there are several Data Mining approaches in 

the literature to enhance the crop productivity. For this, 

many researchers have implemented data mining 

approaches like K-Means algorithm, K Nearest Neighbor, 

Support Vector Machines, Neural Network, Regression 
techniques like liner and multiple regression techniques.  It 

is sure that global development through the power of 

agricultural intelligence is possible by reducing the 

information gap in agriculture. 
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